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GREAT STORIES
CAN COME FROM 

ANYWHERE
AND BE LOVED 
EVERYWHERE



Talking points

Open Connect today - Netflix CDN Global and local highlights

About Hardware - Open Connect Appliances (OCA)

OCAs and the network - connectivity scenarios 

OCAs content update - Fill Scenarios



Netflix’s investment in the 

world of content delivery

OPEN CONNECT

Netflix stores its content 

close to every member -

no matter where in the 

world they are. 

Open Connect is 

Netflix’s content 

delivery network. It’s 

made of more than 

18,000 Open Connect 

Appliances (OCAs) 

spread across 175  

countries working 

collaboratively with 

thousands of ISPs

Note: 

Data as of 2024. Visual 2021 

Bringing Content closer



Netflix in Hungary since 2016



Netflix CDN in Hungary 2024

Vast majority of the content served locally/regionally by OCAs

Partnerships with ISPs ensuring top QoE for end users and 

limiting backbone usage to minimum 

Ongoing efforts to partner with the local Internet society, 

finding ways for further optimizations 



Global (1.65/1.68)

Space - 2U

Power - 220 W

Estimated Throughput : 20 Gbps

Storage (1.63/1.67/1.69)

Space - 2U

Power - 670 W

Estimated  Throughput : 90-150+ Gbps

Note: Throughput gain depends on offload variability and cluster density

Current Appliances



OCAs - Network Configuration 1/3 

OCA only serves clients at IP addresses that ISP advertises to the OCA via a BGP session

AS40027 is the AS number that embedded OCAs use to peer with ISP networks

Advertised routes that are received by an OCA are synchronized with OC control plane services 

approximately every five minutes

Each OCA must be assigned with one publicly routable IPv4 address, (IPv6 recommended)

ISP assigns an address to the appliance from an IPv4 subnet of /31 and larger, or an IPv6 subnet of /127 

and larger.

Each appliance comes fully configured (plug&play) based on the IP address details that ISP provided to 

Netflix in a site survey before it was shipped.
HUNOG 2024



OCAs - Network Configuration 2/3 

The router interfaces must be configured for 

LAG with LACP 

Each OCA must be configured in its own LAG

All ports on an OCA must be connected to 

the same router or switch. 

Using multi-chassis LAG or switch stacking 

is not supported.

HUNOG 2024

BGP Session

ISP 

Router

10.0.0.1/29

IP: 10.0.0.2/31

IP: 10.0.0.3/31

LAG Bundle 1

LAG Bundle 2

Default Scenario



OCAs - Network Configuration 3/3 

For ISPs with redundant routers 

(same location/site) 

Each OCA:

Connected to a different router/switch.

Has its own port bundle.

Has to be in an Active/Active configuration, 

must receive identical BGP advertisements 
(same routes, same path, same BGP attributes)

HUNOG 2024

BGP Session

ISP 

Router

10.0.0.2

IP: 10.0.0.3/31

IP: 10.0.0.5/31

ISP 

Router

10.0.0.4

LAG Bundle 1

LAG Bundle 1

Alternative Scenario



OCAs - Fill scenarios 

HUNOG 2024

ISP SITE #1
Appliances determine where to receive fill using 

selection criteria similar to those used by Netflix 

client devices

Fill happens every day during off-peak hours (default 

2:00am-2:00pm local time)

OCAs in the same cluster or subnet will attempt to 

peer fill from each other. PEER FILLING is the most 

efficient fill method

Second-best option is TIER FILLING. OCAs that can 

see each other’s IP address in their BGP feed (but are 

not in the same cluster or subnet) will consider filling 

from each other rather than via a regular cache fill.

ISP SITE #2



Thank You
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